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A B S T R A C T

Peptide hormones were first used in medicine in the early 20th century, with the pivotal event being the isolation 
and purification of insulin in 1921. These hormones are integral to a sophisticated system that emerged early in 
evolution to regulate growth, development, and homeostasis. They serve as targeted signaling molecules that 
transfer specific information between cells and organs, ensuring coordinated and precise physiological responses. 
While experimental methods for identifying peptide hormones present challenges such as low abundance, sta
bility issues, and complexity, computational methods offer promising alternatives. Advances in machine learning 
and bioinformatics have facilitated the prediction of peptide hormones, further enhancing their therapeutic 
potential. In this study, we explored three different computational frameworks for peptide hormone identifi
cation and determined that the meta-approach was the most suitable. Firstly, we evaluated the discriminative 
power of 26 feature descriptors using a series of baseline models and identified seven feature descriptors with 
high predictive potential. Through a systematic approach, we then selected the top 20 performing baseline 
models and integrated their predicted probabilities to train a meta-model, leveraging the strengths of multiple 
prediction strategies. Our final light gradient boosting-based meta-model, mHPpred, significantly outperformed 
the existing method, HOPPred, on both benchmarking and independent datasets. Notably, mHPpred also 
demonstrated superior performance compared to the hybrid and integrative framework approaches employed in 
this study. This superiority demonstrates the effectiveness of our multi-view feature learning strategy in 
capturing discriminative features and providing a more accurate prediction model for peptide hormones. 
mHPpred is publicly accessible at: https://balalab-skku.org/mHPpred.

1. Introduction

The use of peptide hormones in medicine dates back to the early 20th 
century, with the isolation and purification of insulin in 1921 marking a 
significant milestone [1–3]. This breakthrough paved the way for the 
therapeutic use of peptide hormones and spurred advancements in 
biology, chemistry, and pharmacology [4–6]. Since the discovery of 
insulin and its inception into medicine 100 years ago, peptide hormones 
and their analogs and mimetics have been a key component of modern 
drug development [7]. Peptide hormones are an important class of 
chemical signaling molecules composed of short chain amino acids, 

typically ranging from 10 to 100 in length [8]. These hormones are 
synthesized as part of larger precursor proteins which are subsequently 
cleaved by endoproteases to form the smaller active peptide hormone. 
They function as signaling molecules by binding to specific receptors on 
target cells, initiating a cascade of cellular responses. These peptide 
hormones play a crucial role in regulating energy homeostasis and 
metabolism [9]. They are also involved in controlling appetite, man
aging the functions of the gastrointestinal and cardiovascular systems, 
regulating energy expenditure, and reproductive processes [9].

Key studies of natural human hormones including insulin, oxytocin, 
vasopressin, and gonadotropin-releasing hormone (GnRH) sparked 
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interest in therapeutic peptides [10]. Over 80 peptide drugs have been 
approved worldwide since the first therapeutic peptide, insulin, was 
synthesized in 1921 [11]. Consequently, the development of peptide 
drugs has become one of the most prominent topics in pharmaceutical 
research [11,12]. Currently, there are over 40 commercially available 
peptide-based drugs, including insulin, atrial natriuretic peptide (ANP), 
glucagon-like peptide-1 (GLP-1) analogs (exendin-4), and thymosin 
alpha 1 [13]. Additionally, more than 100 novel peptide therapeutics 
are undergoing evaluation in clinical trials [14]. The molecular weights 
of these hormones vary significantly, ranging from small molecules like 
tripeptide thyrotropin-releasing hormone (TRH) analog to longer poly
peptides such as human insulin (51 residues) and parathyroid hormone 
(PTH (1–84)).

Despite recent progress in the therapeutic application of peptide 
hormones, however identification and characterization of these peptides 
using experimental techniques are facing several challenges including 
high cost and time, low abundance, low stability, isolation and speci
ficity issues, and post-translational modifications [9,15]. To overcome 
these problems, computational approaches could complement and 
enhance traditional experimental methods. Machine learning (ML), one 
of the most powerful bioinformatics approaches could be utilized for the 
prediction of peptide hormones. By leveraging sequence data and 

advanced algorithms, researchers can uncover new insights into the 
roles and mechanisms of these crucial biomolecules, paving the way for 
innovative therapeutic strategies and a deeper understanding of endo
crine physiology. Although peptide hormones have been established for 
over a century, computational identification using ML is still in its 
infancy.

While several computational methods [16–19] have been developed 
for identifying therapeutic peptides, such as anti-cancer peptides 
[20–22], anti-viral peptides, anti-inflammatory peptides [23], 
anti-hypertensive peptides [24], and anti-microbial peptides [25–28], to 
date, only one ML method has been developed specifically for identi
fying peptide hormones. Recently, Kaur et al. [15] developed an 
ensemble-based ML method, HOPPred for predicting peptide hormones. 
While this method demonstrated excellent performance on both the 
training and independent dataset, there is still room for improvement in 
terms of its robustness. In this study, we investigated three distinct 
computational frameworks for predicting peptide hormones: 
meta-modeling, feature fusion, and an integrative approach. Fig. 1 il
lustrates the workflow for the development of peptide hormone pre
diction tool, which is structured according to Chou’s five-step rule 
[29–31]. Initially, a non-redundant dataset was created using a balanced 
dataset of positive and negative peptide sequences. Subsequently, we 

Fig. 1. Overall workflow methodology of mHPpred. The schematic workflow shows the incorporation of Chou’s five-step rule involved in the development of 
mHPpred: (1) Construction of non-redundant benchmark and independent datasets; (2 & 3) Construction of 286 baseline models using 26 feature descriptors and 11 
machine learning (ML) classifiers; (4) Evaluation of the top-performing baseline models and features using three different multi-view learning: meta-learning, feature 
fusion learning, and integrative framework. Following extensive validations, the optimal model, mHPpred, was created utilizing a meta-learning approach; and (5) 
Webserver development.
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evaluated the discriminative power of 26 feature descriptors using 11 
different ML classifiers and developed single baseline models. From this 
analysis, we identified one conventional feature descriptor and six 
protein language model (PLM)-based embeddings that demonstrated 
superior performance. These features and their corresponding models 
were then applied to the three different frameworks, with the 
meta-modeling approach emerging as marginally better than the inte
grative framework and significantly outperforming the hybrid approach. 
The resulting meta-model, named mHPpred, demonstrated superior 
performance compared to existing predictor in both cross validation and 
independent tests. The final model, mHPpred, is then deployed as a 
user-friendly tool to facilitate peptide hormone prediction. By 
leveraging the strengths of multiple feature descriptors and combining 
them through an advanced meta-modeling framework, mHPpred effec
tively captured the complex patterns necessary for accurate peptide 
hormone prediction. This comprehensive evaluation confirms that 
mHPpred is a highly effective tool, offering significant improvements 
over other prediction tools.

2. Methods

2.1. Construction of benchmarking and independent datasets

Herein, we address the first step of Chou’s five-step rule which in
volves constructing a high-quality, non-redundant dataset. We 
employed the same benchmark and independent datasets used in the 
previous study [15] for both model development and evaluation. 
Initially, a total of 5729 mature hormone peptide sequences (excluding 
signal and precursor regions) were retrieved from the Hmrbase2 data
base [32]. To remove redundancy from the dataset, all duplicate pep
tides were eliminated. The lengths of these peptides ranged from 11 to 
41 amino acids. To identify unique peptides, redundant peptides were 
filtered using CD-HIT [33] cut-off of 0.6, meaning no peptide in the 
dataset shared more than 60% similarity to another peptide. This 
rigorous filtering process resulted in a final set of 1174 unique peptide 
hormones, which is referred to as the positive dataset in this study. To 
generate a negative dataset of non-peptide hormones, the authors 
randomly selected 1174 non-peptide hormones from the PeptideAtlas 
database [34]. The combined positive and negative datasets were then 
randomly split into 80% benchmarking (training) dataset for model 
development and the remaining 20% independent dataset for evaluating 
the model’s performance and generalizability.

2.2. Feature encodings

The second step of Chou’s five-step rule involves selecting appro
priate feature representations for the dataset. Herein, a diverse set of 13 
protein language model (PLM)-based feature encodings [35] and 13 
conventional feature encodings were utilized [36,37]. PLM-based 
feature encodings included evolutionary scale modeling (ESM) and 
their variants ESM1b, and ESM1v, ProtTransT5XLU50 (PTXLU), Prot
TransT5UniRef50 (PXTU), ProtTransBertBFD (PTBB), CPCProt, Prot
TransAlbertBFD (PTAB), Bepler, PTB, GLoVE, FastText (FT), and 
Word2Vec (W2V). Conventional feature encodings included 
composition-transition-distribution descriptors (CTDC, CTDD, and 
CTDT), quasi-sequence-order (QSO), pseudo-amino acid composition 
(PAAC), dipeptide composition (DPC), amino acid composition (AAC), 
DDE, composition of k-spaced amino acid group pairs (CKSGP), com
bination of grouped dipeptide and tripeptide compositions (GXPC), 
ATC, AES, and KSC. The feature encodings and their corresponding di
mensions (D) are provided in detail in Table S1. Out of these 26 feature 
encodings, we identified the top seven feature descriptors (CTDD, 
PTXLU, ESM1v, PTBB, ESM, PTAB, and ESM1b) that demonstrated 
outstanding discriminatory power and were instrumental in the devel
opment of mHPpred. The biological significance of these top seven de
scriptors has been briefly described. CTDD captures the distribution of 

amino acid properties that influence peptide structure, stability, and 
function [38]. PTXLU combines evolutionary information with local 
structural dynamics, providing a comprehensive understanding on how 
specific regions of a peptide contribute to its overall function [39]. ESM, 
ESM1b, and ESM1v are advanced deep learning models that accurately 
predict peptide sequences by analyzing evolutionary patterns and 
structural characteristics [40]. PTAB and PTBB are essential descriptors 
for peptide prediction, capturing crucial binding-related features and 
improving the accuracy and interpretability of ML models for peptide 
interactions [41]. Furthermore, a concise explanation of how these top 
seven feature encodings work is provided in the supplementary 
material.

2.3. Construction of baseline models

The third step of Chou’s five-step rule involves selecting or devel
oping a powerful algorithm for making predictions. In this study, we 
employed 26 feature descriptors, each subjected individually to 11 ML 
classifiers. Chou’s fourth step of five-step rule emphasizes the impor
tance of conducting proper cross validation (CV) to objectively assess 
the prediction model’s accuracy. To assess the generalizability of the 
predicted models when applied to unknown data, we utilized CV. 
Although various CV techniques are available, we opted for 10-random
ized 10-fold CV [42,43] due to its numerous advantages, including lower 
bias, improved performance estimation, better model selection, and 
strong resilience to outliers. In the 10-fold CV technique, the bench
marking dataset is randomly divided into 10 parts. Nine parts are used 
for training the model, while the remaining part is used for testing. This 
process is repeated until each part has been used as a testing data at least 
once, ensuring that all parts contribute to the evaluation. The overall 
performance is then assessed based on the results from all 10 parts. To 
optimize the hyperparameters of each classifier during training, we 
employed grid search, a technique recommended by previous studies 
[20,44–48]. This method systematically explores a range of hyper
parameter values to identify the best combination for each classifier. The 
baseline models were constructed based on the median parameters ob
tained from the 10-randomized 10-fold CVs. In total, we constructed 286 
baseline models (26 feature descriptors x 11 ML classifiers) on the 
training dataset and evaluated its transferability on independent 
dataset.

2.4. Construction of meta-models

To develop a robust meta-model, we first selected baseline models 
that achieved an accuracy (ACC) of over 84% on the training data. This 
selection resulted in 52 models, encompassing seven distinct feature 
descriptors (CTDD, PTXLU, ESM1v, PTBB, ESM, PTAB, and ESM1b) 
paired with various ML classifiers (excluding DT). Subsequently, we 
ranked these 52 models based on their performance. To leverage the 
strength of multiple models, we extracted the predicted probability 
scores from each model and constructed five different feature sets: 10D, 
20D, 30D, 40D, and 52D. Each feature set represented a different subset 
of the top-ranked models. For instance, 10D feature set combined the 
predicted probabilities from the top 10 baseline models. Each feature set 
was then used to train a new meta-model using all 11 classifiers and 10- 
randomized 10-fold CV, resulting in 55 meta-models. These meta- 
models were then rigorously evaluated to identify the best-performing 
final model.

2.5. Feature fusion

In addition to the meta-model approach, we also employed feature 
fusion, a technique that linearly integrates two or more features to 
potentially improve the predictive power. Based on the performance of 
our baseline models, we identified the top seven features (CTDD, 
PTXLU, ESM1v, PTBB, ESM, PTAB, and ESM1b), that showed excellent 
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capability in predicting peptide hormones. To explore the advantages of 
feature fusion, we systematically integrated various combinations of 
these top features. We started by combining the first two features, fol
lowed by the first three, and continued this process up to all seven 
features. These hybrid feature sets were named Hyb_2, Hyb_3, Hyb_4, 
Hyb_5, Hyb_6, and Hyb_7, respectively. For each of these hybrid feature 
sets, we trained models using all 11 classifiers and optimized their 
hyperparameters (settings that control the learning process) using a 
rigorous 10-randomized 10-fold CV procedure.

2.6. Integrative framework

In addition to the meta-model and feature fusion approaches, we also 
implemented an integrated approach, a widely adopted strategy that 
combines the strengths of multiple models and features. This approach 
has often demonstrated superior performance compared to individual 
meta-models.

As described in the meta-model section, we integrated the predicted 
probability scores from the 55 meta-models we developed previously. 
These probability scores were then used as input features to train a new 
set of models using 11 different classifiers and a rigorous 10-randomized 
10-fold CV procedure. From these integrated models, we selected the top 
five performing models based on their accuracy and other performance 
metrics.

2.7. Implementation of machine learning algorithms

In this study, we employed 11 ML classifiers, such as random forest 
(RF), extremely randomized tree or extra trees (ERT), gradient boosting 
(GB), adaptive boosting or AdaBoost (AB), extreme gradient boosting 
(XGB), support vector machine (SVM), light gradient boosting (LGB), 
artificial neural network or neural net (ANN), decision tree (DT), logistic 
regression (LR), and category boosting or CatBoost (CB) for model 
development and validation. RF and ERT are both tree-based ensemble 
learning methods. RF constructs multiple decision trees during training 
and outputs the mode of the classes or mean prediction of the individual 
trees [49]. ERT is similar to RF but introduces more randomness in tree 
splitting to reduce overfitting [50]. GB, AB, CB, XGB, and LGB are all 
ensemble techniques that combines weak classifiers to create a strong 
classifier. GB builds models sequentially, where each new model cor
rects the errors of the previous ones to optimize overall prediction ac
curacy [51]. AB also combines weak classifiers to create a strong 
classifier by focusing more on hard-to-classify instances [52]. CB is also 
a GB algorithm that automatically handles categorical features, making 
it robust and effective for various types of data [53]. XGB is an efficient 
implementation of GB known for high performance and speed, often 
used for large-scale datasets [54]. LGB is another highly efficient GB 
framework that uses tree-based learning algorithms and is optimized for 
speed and memory efficiency [55]. SVM is a different type of ML clas
sifier that finds the hyperplane which best separates the data into 
different classes with maximum margin [56]. ANN is a computational 
model inspired by the human brain consisting of interconnected nodes 
(neurons) that can learn from data through training [57]. DT is a simple 
yet powerful model that splits the data into subsets based on feature 
values, forming a tree-like structure to make predictions [58]. LR is a 
statistical model that uses a logistic function to model a binary depen
dent variable and predict the probability of a certain class [59]. 
Importantly, these classifiers have proven effective in a wide range of 
bioinformatics function prediction tasks [60–62].

2.8. Evaluation metrics

The performance of the models were evaluated using various eval
uation parameters, including Matthews’ correlation coefficient (MCC), 
ACC, sensitivity (Sn), specificity (Sp), and area under the ROC curve 
(AUC) [63–66]. The mathematical equation for each metric is given 

below: 

ACC=
TP + TN

TP + TN + FP + FN 

Sn=
TP

TP + FN 

Sp=
TN

TN + FP 

MCC=
(TPxTN) − (FPxFN)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(TP + FP)x(TP + FN)x(TN + FP)x(TN + FN)

√

where TP, TN, FP and FN represent true positives, true negatives, false 
positives, and false negatives, respectively.

3. Results and discussion

3.1. Performance evaluation of baseline models using different features 
and ML classifiers

We assessed the intrinsic discriminative patterns of 13 PLM- and 13 
conventional feature-based descriptors by inputting them into 11 
different ML classifiers. The predictive performance of 11 ML-based 
classifiers along with 26 feature encodings were examined using 10-ran
domized 10-fold CV. A total of 286 baseline models were developed 
using the benchmarking dataset (Table S2). Their overall performance, 
as measured by AUC, MCC, and ACC, is illustrated in Fig. 2A, B, and C. 
These models were subsequently evaluated on independent datasets 
(Table S3), as shown in Fig. 2D, E, and F. Among these models, LGB 
model utilizing CTDD demonstrated the best performance on the 
training dataset with the MCC, ACC, Sn, Sp, and AUC of 0.808, 0.904, 
0.916, 0.891, and 0.957, respectively. The corresponding metrics for 
this model on independent dataset were 0.787, 0.894, 0.897, 0.891, and 
0.950. Notably, the performance of this LGB-based CTDD model is on 
par with that of the existing method, HOPPred.

To evaluate the ability of each feature to distinguish between peptide 
hormones and non-peptide hormones, we averaged 11 classifiers 
training performance. Fig. S1 shows that seven descriptors (CTDD, 
PTXLU, ESM1V, PTBB, ESM1b, ESM, and PTAB) exhibit exceptional 
capability in distinguishing peptide hormones from non-peptide hor
mones, with average ACC ranging from 83.30% to 87.60%. In contrast, 
five descriptors (CTDT, GXPC, ATC, AES, and KSC) show limited ability 
to distinguish between the two classes, resulting in the average ACC 
below 75%. The remaining descriptors exhibit moderate discrimination, 
with the average ACC falling between 76.50% and 81.10%. Importantly, 
the top seven high-performing descriptors consistently maintained their 
strong performance when tested on an independent dataset, confirming 
the robustness of their discriminative ability (Fig. S1). Upon further 
examination of these descriptors, we observed that the conventional 
descriptors, CTDD, captures the distribution of physicochemical prop
erties within peptides. The remaining six are derived from PLMs. Spe
cifically, ESM and ESM1v encode sequence information, while PTBB, 
PTXLU, ESM1b, and PTAB represent biophysical and structural features 
of proteins. These results underscore the importance of physicochem
ical, sequential, biophysical, and structural properties in accurately 
differentiating peptide hormones from non-peptide hormones. The 
diverse nature of the high-performing descriptors suggests that 
combining these properties contributes to optimal classification. To 
integrate this information and further enhance model performance, we 
explored three different computational frameworks: meta-model con
struction [24,67], feature fusion [68], and an integrative approach [69].

3.2. Construction of mHPpred and comparison with top baseline models

To construct the best model, we employed a meta-predictor 

S. Basith et al.                                                                                                                                                                                                                                   Computers in Biology and Medicine 183 (2024) 109297 

4 



approach. For each classifier, we generated 26 models using different 
feature descriptors and selected only those with an ACC over 84%, 
resulting in 52 baseline models (Table S4). Specifically, we selected RF, 
ERT, GB, and XGB classifiers with CTDD, PTXLU, ESM1v encodings, AB 
classifier with CTDD, PTXLU, ESM1v, PTBB, PTAB, ESM1b, and ESM 
encodings, SVM classifier with PTXLU, ESM1v, PTBB, ESM, PTAB, 
ESM1b, CTDD, and PTB encodings, LGB classifier with CTDD, PTXLU, 
ESM1v, ESM1b, PTBB, PTAB, and ESM encodings, ANN classifier with 
PTXLU, ESM1v, PTBB, ESM, ESM1b, CTDD, and PTAB encodings, LR 
classifier with PTXLU, ESM1v, PTAB, PTBB, ESM1b, and ESM encodings, 
and CB classifier with CTDD, PTXLU, ESM1v, PTBB, and PTAB encod
ings. To optimize model selection and harness the strength of multiple 
models, we implemented a hierarchical meta-learning strategy. This 
involved grouping 52 baseline models into five different sets (10D, 20D, 
30D, 40D and 52D) based on their ACC ranking, with each set pro
gressively incorporating models with lower ACC. For instance, the 10D 
set included only the top 10 performing models, while the 52D set 
encompassed all 52 models. Each set of predicted scores was then used 
to train 55 meta-models, employing 11 different classifiers and 10-ran
domized 10-fold CV. For each set, we selected the best classifier 
(Fig. S2). The result shows that the overall performance of the various 
meta-models, ranging from 10D to 52D, was comparable across both 
training and independent datasets. Notably, LGB using the 20D set and 

SVM using the 52D set achieved the highest performance, though 
marginally better than the other meta-models. Given the smaller input 
feature dimension of the LGB meta-model compared to the SVM, we 
chose the LGB model and designated it as mHPpred.

We compared our developed model mHPpred with the top five 
baseline models including LGB_CTDD, ANN_PTXLU, SVM_PTXLU, 
AB_CTDD, and GB_CTDD (Fig. 3). As shown in Fig. 3A, mHPpred out
performed the top five baseline models, achieving AUC, MCC, ACC, Sn, 
and Sp of 0.977, 0.864, 0.932, 0.932, and 0.932, respectively on the 
training dataset. These evaluation metrics represent improvements of 
1.7–2.0% in AUC, 5.6–6.7% in MCC, and 2.8–3.4% in ACC over the top 
five baseline models. To evaluate the robustness of mHPpred, we tested 
its performance on their respective independent dataset and compared 
mHPpred performance with the top five baseline models. It can be 
observed from Fig. 3B that mHPpred model consistently outperformed 
the top five baseline models on independent dataset. mHPpred achieved 
the ACC, MCC, Sn, Sp, and AUC values of 0.966, 0.868, 0.934, 0.935, 
and 0.933 on the independent dataset, respectively. The overall im
provements of mHPpred in terms of AUC, MCC, and ACC compared to 
the top five baseline models on the independent dataset are 0.8–2.0%, 
7.7–12.8%, and 3.8–6.4%, respectively. Overall, mHPpred consistently 
exceeded the performance of the top five baseline models on both 
training and independent datasets, showcasing its exceptional 

Fig. 2. Performance comparison of baseline models for each feature descriptor. The evaluation performances of baseline models for each descriptor during training 
are shown as follows: (A) area under the receiver operating characteristic (ROC) curve (AUC), (B) Matthews’ correlation coefficient (MCC), and (C) accuracy (ACC) 
performance metrics of each classifier across all feature descriptors. Similarly, the performance evaluation during the independent testing in terms of (D) AUC, (E) 
MCC, and (F) ACC is also shown.
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reliability, convergence, and generalization abilities.

3.3. Benchmarking mHPpred against feature fusion and integrative 
framework approaches

Since the top seven feature encodings such as CTDD, PTXLU, ESM1v, 
PTBB, ESM, PTAB, and ESM1b exhibit superior discriminative capability 
in distinguishing between peptide hormones and non-peptide hormones, 
we investigated their synergistic potential. We trained 11 different ML 
classifiers on each set of hybrid features ranging from top 2 to top 7 
features (Hyb_2 to Hyb_7) and evaluated the model performance on 
independent dataset. As shown in Table S5, LGB-based models demon
strated superior performance on all hybrid models. We therefore focused 
on comparing the meta-model, mHPpred, against these top-performing 

LGB-based hybrid models. mHPpred consistently outperformed the 
hybrid models on both the training and independent datasets. As evident 
in Fig. 4A, the overall improvements of mHPpred in terms of ACC and 
MCC compared to the hybrid models (Hyb_2 to Hyb_7) on the training 
dataset are 0.4–1.0% and 0.9–1.9%, respectively. We also evaluated the 
performance of mHPpred and hybrid models on independent dataset to 
check our model stability. Fig. 4B demonstrated the superior perfor
mance of mHPpred, consistently showing the best results on the inde
pendent dataset as well. The overall improvements of mHPpred in terms 
of ACC and MCC compared to the hybrid models on the independent 
dataset are 1.0–2.8% and 2.1–5.5%, respectively.

As detailed in the methods section about the integrative framework 
approach, we trained 11 classifiers using the predicted probability 
scores from the meta-models and subsequently selected the top five 

Fig. 3. Performance evaluation of mHPpred with the five top-performing baseline models during (A) training and (B) independent testing. The models were 
evaluated in terms of evaluation metrics such as AUC, MCC, ACC, Sn, and Sp.

Fig. 4. Performance evaluation of mHPpred with the hybrid models (Hyb_2 to Hyb_7) that were developed using a feature fusion approach during (A) training and 
(B) independent testing. The models were assessed based on evaluation metrics such as AUC, MCC, ACC, Sn, and Sp.
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super meta-models. Subsequently, we compared mHPpred’s perfor
mance with the top five super meta-models derived from the integrative 
framework approach. On the training dataset, these five super meta- 
models exhibited slightly higher performance metrics compared to 
mHPpred (Fig. 5A). Out of the five models, CB-based super meta-model 
showed the top performance with ACC, MCC, Sn, Sp, and AUC values of 
0.979, 0.880, 0.940, 0.940, and 0.940, respectively. However, its per
formance slightly declined when tested on an independent dataset, with 
AUC, MCC, ACC, Sn, and Sp values of 0.960, 0.860, 0.930, 0.935, and 
0.924, respectively. A similar pattern was also observed with other top 
integrative super meta-models when tested on an independent dataset. 
In terms of consistency between the training and independent datasets, 
mHPpred outperforms the other integrative models (Fig. 5A and B). The 
overall improvements of mHPpred in terms of ACC and MCC compared 
to the top 5 integrative models are 0.4–1.9% and 0.9–3.8%, respectively 
on the independent dataset. This demonstrates that the meta-approach 
used in mHPpred can effectively achieve a higher level of discrimina
tive capability. By combining various feature descriptors and leveraging 
advanced ML techniques, mHPpred is able to capture more nuanced and 
complex patterns in the data. Although integrative approaches and 
feature fusion have demonstrated promising results in various applica
tions, our study indicates that these models, while advantageous over 
existing methods are slightly less consistent than mHPpred. This sug
gests that mHPpred is more effective at capturing subtle and complex 
patterns in the data resulting in better generalization and robustness on 
unseen datasets.

3.4. Comparison of mHPpred with the state-of-the-art predictor

Despite the abundance of peptide hormones data, only one ML-based 
method, namely HOPPred has been developed so far. Initially, we 
compared the training performance between HOPPred and mHPpred 
since both were trained and developed on the same dataset (Table 1). 
Compared to HOPPred, mHPpred showed improvements of 4.4% and 
2.4% in MCC and ACC values, respectively. These findings illustrate that 
the meta-approach through systematic analysis significantly boosted 
performance over the existing method on the training dataset.

Notably, mHPpred outperformed existing predictor by 3.6% in ACC 
and 6.8% in MCC metrics. Moreover, McNemar’s chi-square test was 

applied to evaluate whether the differences between mHPpred and 
HOPPred were statistically significant. At a p-value threshold of 0.05, 
the results demonstrated that mHPpred significantly outperformed 
HOPPred (Table 1). The superlative performance can be attributed to 
mHPpred’s ability to effectively learn and integrate predictions from a 
diverse set of baseline models, capturing a broader range of patterns 
within the data. By leveraging highly discriminative feature descriptors, 
multiple classifiers, and a robust meta-learning framework, mHPpred 
achieves significantly improved accuracy and reliability compared to 
existing methods for peptide hormone prediction.

3.5. Feature selection analysis

To evaluate the effectiveness of our features in distinguishing be
tween peptide hormones and non-peptide hormones, we applied t- 
distributed stochastic neighbor embedding (t-SNE) to visualize the 
relationship among samples in 20D probabilistic feature (PF) vector and 
compared it with the top four individual feature descriptors including 
CTDD, PTXLU, ESM1v, and PTBB. While the individual feature de
scriptors showed some high degree of overlap between peptide hor
mones and non-peptide hormones (Fig. 6A–D), the PF vector showed a 
more pronounced separation (Fig. 6E). This clear separation, with 
minimal overlap between two classes, highlights the superior perfor
mance on the training dataset. Importantly, the pattern of enhanced 
separation of PF was consistently observed when evaluated on inde
pendent dataset (Fig. 6F–J). These findings suggest that the PF vector 
generated by our multi-view feature learning is more effective at 
differentiating between peptide hormones and non-peptide hormones 
samples compared to the individual feature descriptors. The superior 
performance of our approach on both datasets demonstrates its ability to 
capture and leverage diverse features, suggesting broader applicability 
for identifying various biological patterns.

3.6. Development of mHPpred web server

In bioinformatics, providing publicly accessible databases and web 
servers aids biomedical researchers in conducting experimental ana
lyses. Chou’s final step in the five-step rule involves establishing a user- 
friendly, publicly accessible web server. To assist users in identifying 

Fig. 5. Performance evaluation of mHPpred with the top-performing five super meta-models that were developed using an integrative framework during (A) training 
and (B) independent testing. The models were assessed based on evaluation metrics such as AUC, MCC, ACC, Sn, and Sp.
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peptide hormones, we have developed the mHPpred online web server, 
available for free at https://balalab-skku.org/mHPpred. Users can either 
paste their sequences directly into the provided textbox in FASTA format 
or upload them via the file selection dialog box. mHPpred analyzes the 
input and provides a prediction in an easy-to-interpretable table, con
taining four columns: serial number, FASTA ID, predicted class (HP or 
non-HP), and predicted probability of being a peptide hormone. 
Generally, the probability score (PS) for peptide hormone ranges be
tween 0 and 1, reflecting the confidence of prediction. A PS closer to 1 
suggest a higher probability of being peptide hormone. Regarding the 
web server performance and response times, users typically receive re
sults within 1–5 min for standard input sequences comprising up to 100 
amino acids upon submitting a prediction task. For larger or more 
complex sequences, particularly those exceeding 200 amino acids, the 
computational time may extend to 10 min or longer. This variability is 
primarily attributed to the increased computational resources required 
to analyze longer sequences. If users encounter any issues with job 
submission or results retrieval on the mHPpred web server, they are 
encouraged to reach out to the support team via the contact email listed 
on the server’s webpage for assistance. This ensures smooth operation 
and addresses any technical difficulties promptly. Detailed instructions 
for using the mHPpred web server are available on the help page.

4. Conclusions

Due to their appealing pharmacological profile, target specificity, 
and inherent qualities, peptide hormones are a valuable starting point 
for developing novel treatments. Peptide hormones have been identified 
to possess a wide range of biological properties, including anti- 
angiogenic, anti-bacterial, anti-cancer, and anti-fungal activities, mak
ing them highly attractive for therapeutic applications. In this study, we 
proposed mHPpred, a cutting-edge predictor designed for the accurate 
identification of peptide hormones. Our approach involved a systematic 
exploration of 26 feature descriptors and 11 ML classifiers, resulting in 

the generation of 286 baseline models. Through rigorous analysis, we 
selected the top 20 performing baseline models and leveraged them to 
develop a powerful meta-model using the LGB algorithm. This meta- 
model consistently surpassed the performance of others on both the 
training and testing datasets. In addition to the meta-approach, we also 
employed feature fusion and integrative framework, which have proven 
effective in various prediction tasks. Although these approaches excelled 
well in predicting peptide hormones compared to the existing predictor, 
they fell slightly short compared to mHPpred. mHPpred significantly 
outperformed the state-of-the-art predictor HOPPred, on both training 
and independent datasets. The significant improvement is attributable 
to our systematic integration of various feature descriptors, leveraging 
advanced ML algorithms, and rigorous validation techniques. Feature 
analysis on both training and testing demonstrates that the top 20 
baseline models have an excellent ability to discriminate between pep
tide hormones and non-peptide hormones, resulting in an improved 
performance compared to the top five descriptors. The superior perfor
mance of mHPpred demonstrates its potential as a valuable tool for 
identifying peptide hormones, with wide-ranging applications in bio
logical research and drug discovery. Moreover, the success of our multi- 
view learning suggests its broader applicability to other bioinformatics 
prediction tasks [35,63,70–72], paving the way for advancements in the 
field.

CRediT authorship contribution statement

Shaherin Basith: Writing – original draft, Software, Funding 
acquisition, Formal analysis, Data curation, Conceptualization. Vinoth 
Kumar Sangaraju: Software, Formal analysis. Balachandran Mana
valan: Writing – original draft, Supervision, Funding acquisition, 
Conceptualization. Gwang Lee: Writing – original draft, Supervision, 
Funding acquisition, Conceptualization.

Table 1 
Performance comparison of mHPpred with the state-of-the-art predictor.

Dataset Model AUC MCC ACC Sn Sp p Value

Benchmarking mHPpred 0.977 0.864 0.932 0.932 0.932 <0.0001a

HOPPred 0.970 0.820 0.908 0.912 0.904

Independent mHPpred 0.966 0.868 0.934 0.935 0.933 <0.0001a

HOPPred 0.960 0.800 0.898 0.901 0.895

a Both p-values suggest that the difference is statistically significant at the standard significance level of 0.05.

Fig. 6. t-SNE distribution of hormonal peptides and non-hormonal peptides using 20D probabilistic feature (PF) vector and the top four individual feature de
scriptors. Panels A–E represent the distributions of CTDD, PTXLU, ESM1v, PTBB, and PF, respectively.
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